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Abstract—Autonomic Computing is a research area whose aim is to embed “intelligent algorithms” in the IT infrastructure management software such that it can adapt to changes in regards to the configuration, provisioning, external attacks, and resource utilization variations at run time. It is therefore, almost natural to consider this IT infrastructure control software framework as being designed upon methods and technologies used for the design of control systems. In this paper the control system design methodology is extended to the analysis of the intrinsic properties of the autonomic system itself. Thus the controllability and observability properties of the computing process itself are defined and examined in more details. These properties are also investigated for the case of cloud services where the serial and parallel composition of these services is considered. These cloud based services are connected through cooperation protocols that define a global process dynamic. Web services are modeled as scheduled computational processes waiting in a queue to cooperate in delivering the service. This paper proposes an input-state-output mathematical model for the autonomic computing model of cloud based services and the observability and controllability are further analyzed on the above models. As an example a Kalman based control is applied to such processes and the general architecture and some simulation results are given.

I. INTRODUCTION

A service able to self-manage should monitor its state and its execution environment, analyze them, and make decisions to control its own behavior. Usually the behavior is characterized by QoS parameters such as the response time of the application a client request, the corresponding CPU utilization, etc. If the service is in or moving towards an undesired state, then a corrective plan should be devised and executed such that the service is brought back to a desirable state. In many cases, such as self-optimization, this desirable state should also be an optimal state for the performance of the service.

Research approaches into the development of self-managed systems have been using various techniques ranging from artificial intelligence to model based, cost function and policy planning techniques, as well as goal model methodologies in order to devise self-management solutions. Artificial intelligence and machine learning methodologies [14] rely on obtaining data from a running system and then on using it to build a classifier or a clustering system. While using a machine learning approach the system is attempting to induce the full autonomic system behavior based on the way the system behaved in the past. In cases with big perturbations in the behaviour of the system, a machine learning methodology will not respond correctly to that disturbance, unless it has already encountered that behaviour in the past. As such, a machine learning mechanism is only as good and complete as the training data it gathered.

According to the model based autonomic computing [16], decisions in autonomic computing systems rely on the explicit model of the underlying software. Several reference control loops have been designed to control single or collections of services by either tuning parameters, reallocating the load or provisioning new instances of the service. The main control approaches based on the automatic control theory are: (a) linearized feedback control and (b) performance model based adaptive control. The performance control of a Web server using linearized feedback control is presented in [18]. The authors of [19] used the linearized feedback control approach on a linearized dynamic model of the controlled computing system.

The performance model based adaptive control is described in [17] and its schematic representation is depicted in Figure 1:

![Figure 1. Performance Model Based Adaptive Control](image)

The model is continuously updated by an Estimator which computes the parameters of the system by minimizing the error between the output of the service (Web Service) y and the output of the model. The Estimator can be represented by a Kalman filter [15] and usually works in a feedback loop with the model. The controller generates the command u which will bring the controlled system (Web Service) output closer to the goals in the presence of perturbations w. The command u can be expressed as a change in the memory allocation, threading level or other software resources. A perturbation can be a change in the usage patterns.

This paper presents the autonomic management of web services which call each other or receive requests in parallel to deliver their part to a more complex service.
The contributions of this paper rely on the analysis of web services from a control engineering perspective taking into account their autonomic computing models described in [15]. Observability and controllability concepts are used in this analysis in order to draw the right conclusions with respect to the automatic control approach. Furthermore, these important concepts in the control theory are also used during the analysis of the composed web services systems.

The remainder of the paper is organized as follows: section II describes the performance model for a web service along with its observability and controllability evaluation. Section III describes the composition laws for adaptive services. Section IV presents the autonomic control of web services while section V shows simulation results using the above approach. Finally section VI presents the conclusions.

II. MODELS FOR MODEL BASED CONTROL OF WEB SERVICES

Figure 2 describes a self-optimization solution for web services. The autonomic computing loop controls and also optimizes the web service operation [10]. For example a web service which is used for airplane bookings would be required to provide a low response time, as large response times could lead to lost sales as users move to other services.

The core of the autonomic computing loop is built taking into account an extended linearized feedback architecture which uses an explicit model of the system whose state vector is estimated using a Kalman filter technique [13]. The web service is modeled as a system responding to users’ requests with different response times. The model is non-linear, while the time of the model was considered discrete. Optimal control algorithms are not known to be tolerant to changes in the control system model or in the environment and as such the system has to cope with ever changing model parameters and even with unknown and un-modeled states and disturbances. The goal of the controller is to optimize the hardware usage while at the same time maintain the service quality as required by the Service Level Agreement (SLA) which expresses it as the maximum allowable response time.

A server uses a thread pool which contains a number of threads. Each of these threads can process requests. Once all the threads in the pool are being used, new requests are added in a queue which uses a First Come First Served (FCFS) policy while they await a request under process to complete and a thread in the pool to become available. After the request has been processed, the corresponding reply is added to a queue in order to be sent back to the client. Figure 3 shows the structure of the considered model.

Considering the following notations:

- \( A \) is the system’s matrix with elements \( a_{i,j} \in \mathbb{R} \)
- \( B \) is the command matrix with elements \( b_{i,j} \in \mathbb{R} \)
- \( C \) is the output transformation matrix with elements \( c_{i,j} \in \mathbb{R} \)
- \( \text{cpuLoad}(t) \) is a function representing the CPU load of the system, at the time \( t \), with \( \text{cpuLoad}(t) \in \mathbb{R} \) and \( 0 < \text{cpuLoad}(t) < 100 \)
- \( rt(t) \) is the response time expressed in milliseconds, with \( rt(t) \in \mathbb{R} \)
- \( q(t) \) is the size of the buffer queue at the time \( t \)
- \( u(t) \) represents the arrival rate at the time \( t \)
- \( a, b, c, d \) are constant values for a system, with \( a, b, c, d \in \mathbb{R} \)

The web service model, with the assumptions made in this paper, comprises the following process variables: the CPU load, the response time, the buffer size - the buffer being the one in which all queued tasks are stored, the client requests represented as the arrival rate which is the stimulus/input of the computing processes and the response of the application server which is the output of the computing process. According to [15], the web service model can be expressed by the following equations:

\[
\begin{align*}
\text{cpuLoad} (t) &= a_{1,1} \cdot \text{cpuLoad} (t) + b_{1,1} \cdot u(t) \\
rt(t) &= a_{2,1} \cdot \text{cpuLoad} (t) + d \cdot q(t) \cdot rt(t) \\
q(t) &= -a_{3,1} \cdot \text{cpuLoad} (t) + q(t) + b_{3,1} \cdot u(t)
\end{align*}
\]

The trend of the CPU utilization depends on the current CPU utilization and the arrival rate. The response time trend depends on the current CPU utilization, the response time and the buffer queue size. The trend of the buffer queue length depends on the CPU utilization and the current buffer queue along with the arrival rate. At high CPU utilization values the buffer is emptied faster.
Equation (2) is not linear; therefore it needs to be linearized around a $t_0 \in \mathbb{R}$ using the Jacobian of
\[
\begin{bmatrix}
\text{cpuLoad}(t) \\
\text{rt}(t) \\
\text{q}(t)
\end{bmatrix}
\begin{bmatrix}
\text{cpuLoad}(t_0) \\
\text{rt}(t_0) \\
\text{q}(t_0)
\end{bmatrix}
\]

Then the following notations will be used in order to simplify and homogenize the notations:

\[
a_{2,2} = d^*\text{rt}(t_0)
\]
\[
a_{2,3} = d^*\text{rt}(t_0)
\]
\[
b_{2,2} = -d^*\text{rt}(t_0)^2
\]

The equations \(1\) and \(2\) and \(3\) can be written as follows:

\[
\begin{align*}
\dot{\text{cpuLoad}}(t) &= a_{1,1} \cdot \text{cpuLoad}(t) + b_{1,1} \cdot u(t) \\
\dot{\text{rt}}(t) &= a_{2,1} \cdot \text{cpuLoad}(t) + a_{2,2} \cdot \text{rt}(t) + a_{2,3} \cdot \text{q}(t) + b_{2,1} \cdot u(t) \\
\dot{\text{q}}(t) &= -a_{3,1} \cdot \text{cpuLoad}(t) + q(t) + b_{3,1} \cdot u(t)
\end{align*}
\]

where \(u(t)\) is the step function.

Obviously, the measured data of our system relates to the \(\text{cpuLoad}\) and \(\text{rt}\) therefore the system can be modeled from a control engineering perspective as follows:

\[
\begin{bmatrix}
\text{cpuLoad}(t) \\
\text{rt}(t) \\
\text{q}(t)
\end{bmatrix}
= \begin{bmatrix}
a_{1,1} & 0 & 0 \\
a_{2,1} & a_{2,2} & a_{2,3} \\
-a_{3,1} & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\text{cpuLoad}(t) \\
\text{rt}(t) \\
\text{q}(t)
\end{bmatrix}
+ \begin{bmatrix}
b_{1,1} \\
b_{1,2} \\
b_{2,2}
\end{bmatrix}
\begin{bmatrix}
\text{cpuLoad}(t_0) \\
\text{rt}(t_0) \\
\text{q}(t_0)
\end{bmatrix}
\]

\[
\begin{bmatrix}
\text{cpuLoad}(t) \\
\text{rt}(t) \\
\text{q}(t)
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
\text{cpuLoad}(t) \\
\text{rt}(t) \\
\text{q}(t)
\end{bmatrix}
\]

The system is described by the following model:

\[
\begin{align*}
x(t) &= A \cdot x(t) + B \cdot u(t) \\
y(t) &= C \cdot x(t)
\end{align*}
\]

A. Observability and Controllability

The concept of observability shows the possibility of finding, or at least estimating the internal state variables of a system from input and output variables. The concept of controllability (or state controllability) describes the possibility of driving the system to a desired state, i.e. to bring its internal variables to certain values (\(\text{cpuLoad}\) at \(10\%\), response time at \(\text{rt} = 5\)s, for example, and buffer queue at \(q=1000\)) in finite time using only the input variable which is the arrival rate \(u\) of clients requests.

The observability property of a linear system is evaluated by calculating the rank of the observability matrix \(O\), defined as follows for the autonomic computing model used in this paper:

\[
O = \begin{bmatrix}
C \\
C \cdot A \\
C \cdot A^2
\end{bmatrix}
\]

The system is completely observable if and only if the rank of the observability matrix is equal to the number of state variables, in our concrete case \(\text{cpuLoad}\), \(\text{rt}\) and \(q\). Using Symbolic Math Toolbox from Matlab®: \(\text{rank}(O) = 3\), therefore the system is observable. The past evolution of the system can always be known.

The controllability property of a system can be as well established using the controllability matrix \(S\) defined as follows:

\[
S = \begin{bmatrix}
B & A \cdot B & A^2 \cdot B
\end{bmatrix}
\]

The system is completely state controllable if and only if the rank of the controllability matrix is equal to the number of the state variables: \(\text{cpuLoad}, \text{rt}, \text{and} \ q\). The rank of controllability matrix \(S\) is computed using Symbolic Math Toolbox from Matlab®: \(\text{rank}(S) = 3\) therefore our system is completely state controllable.

III. COMPOSITION OF WEB SERVICES

This section describes several possible composition laws for autonomic services. As general assumption, it is considered that web services can be composed in two basic ways, namely a serial composition when a web service master calls at its turn another web service, called slave, to solve the clients' requests, and a parallel composition when a request is distributed to many web services in parallel in order to solve a client request.

A. Serial Composition of Web Services

In the serial services approach, each service computes a value added result based on the output of the previous service. The same example as in [15] is now considered, a service for a travel agent, whose goal is to make travel and hotel reservations for the customers. The service can be split into two sequential services: one which does the hotel reservations, and upon successful hotel reservation a second which performs the travel reservations based on the hotel reservation dates. Figure 4 presents the generic example of serial web services. A client makes a request to a service, and the output of that service is forwarded to a second service which computes its output based on the previous service's output and sends the final result to the client.

![Figure 4. Serial Web Services](image-url)

Each web service system (“Hotel Reservation” and “Travel Plan”) can be described by the following equations:

\[
\begin{align*}
x_1(t) &= A_1 \cdot x_1(t) + B_1 \cdot u_1(t) \\
y_1(t) &= C_1 \cdot x_1(t) \\
x_2(t) &= A_2 \cdot x_2(t) + B_2 \cdot u_2(t) \\
y(t) &= C_2 \cdot x_2(t)
\end{align*}
\]

In a serial configuration \(u_2(t)\)–the input to the “Travel Plan” web service – is actually the output of the “Hotel Reservation” web service, \(y_1(t)\). Therefore the equations (16) and (17) can be considered in one system:
\[
\dot{x}_1(t) = A_1 \cdot x_1(t) + B_1 \cdot u_1(t) \\
\dot{x}_2(t) = A_2 \cdot x_2(t) + B_2 \cdot (C_1 \cdot x_1(t)) \\
y(t) = C_2 \cdot x_1(t)
\]

The resulting system of the two web services connected in a serial configuration can be described by the following equations:

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t) \\
y(t)
\end{bmatrix} =
\begin{bmatrix}
A_1 & 0 \\
B_1 & C_2 \cdot A_2 \\
C_2 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
y(t)
\end{bmatrix} +
\begin{bmatrix}
0 \\
B_2 \\
0
\end{bmatrix}
\begin{bmatrix}
u_1(t) \\
u_2(t)
\end{bmatrix} \\
y(t) = [0 \ C_2] \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix}
\]

The output of the composed system \((y(t))\) depends only on the state vector of the “Travel Plan” web service \((x_2(t))\). The response time of the “Hotel Reservation” web service \((r(t))\) is practically hidden to an observer of the composed system. The state of the “Hotel Reservation” web service \((x_2(t))\) cannot be estimated from the output of the composed system and furthermore the global state \([x_1(t), x_2(t)]^T\) of the composed system cannot be entirely estimated from the output of the composed system \((y(t))\). Therefore – intuitively for now – the composed system is not observable.

On the other hand, the arrival rate at the “Hotel Reservation” web service has no impact on either the CPU utilization, response time or buffer queue size of the “Travel Plan” web service. This fact gives the indication that the composed system is not controllable.

1) Observability and Controllability of Serial Composition of Web Services

The observability and controllability matrices of the composed system must have the rank equal to the number of all the state variables (cpuLoad1, rt1, q1, cpuLoad2, rt2, q2) for the resulting system to be observable and controllable, respectively. The observability matrix of the serial composition \((O_{Serial})\) is constructed as described in Section II.A. It cannot be presented explicitly using the elements of \(A1\) and \(A2\) matrices because of the space limitations. With the help of Symbolic Math Toolbox from Matlab® the rank of this matrix can be computed and its value is rank\((O_{Serial})=5\). The resulting system of the serial composition is not observable. In the same manner, the rank of the controllability matrix \((S_{Serial})\) is rank\((S_{Serial})=5\), therefore the resulting system of the serial composition is not completely state controllable.

The controller should not regard the resulting system as a black box; it should also have access to the internal connection of the two web services in order to preserve the observability and controllability properties for the resulting system.

A proper controller should consider the composed system with both two inputs and the two outputs in order to retrieve the proper information about the system. In a decentralized control approach of serial web services [15] every web service has its own controller with the proper access to the right input and output variables and the observability and controllability of the whole system is preserved. Even in the case of the centralized control approach of serial web services [15] the global controller measures the required data from each of the individual services, computes the needed changes to be made to the services and takes appropriate actions. In this manner the observability and the controllability of the resulting system is also preserved.

B. Parallel Composition of Web Services

In the parallel service approach, requests are sent to multiple services and each processes the request independently of all other services. The final result is obtained by combining the responses from the services.

The parallel configuration implies that the global output is a combination of all the outputs hence \(y(t)=y_1(t)+y_2(t)\).

The CPU utilization for each of the web services cannot be estimated from (19) having only the global CPU utilization value. This is an indication the composed system in a parallel configuration is not observable. Furthermore, the two web services are independent of each other therefore their state variables (CPU utilization, response time and buffer queue length) are independent of their counterparts in each web service. This means that it is almost impossible to drive the CPU utilization of the first web service to 50% and the second CPU utilization to 30% for instance using the same arrival rate. Intuitively this is an indication that the composed system in a parallel configuration is not controllable.

1) Observability and Controllability of Parallel Composition of Web Services

The observability and controllability matrices of the composed system must have the rank equal to the number of all the state variables (cpuLoad1, rt1, q1, cpuLoad2, rt2, q2) for the resulting system to be observable and controllable, respectively.

The observability matrix of the parallel composition \((O_{Parallel})\) is constructed as presented in section II.A. It cannot be presented explicitly using the elements of \(A1\) and \(A2\) matrices because of the space limitations. Its rank is lower than 6 (rank\((O_{Parallel})=5\)) therefore the resulting system is not completely observable. The rank of the controllability matrix has the same value as the rank of...
observability matrix \( \text{rank}(\text{C}_{\text{Parallel}})=5 \) therefore the resulting system of the parallel composition is not completely state controllable.

The controller should also have access to the individual outputs of the two web services in order to preserve the observability and controllability properties for the resulting system. In the same manner as in the serial configuration, the decentralized approach for parallel service control approach [15] has a controller for each service.

IV. WEB SERVICE CONTROL USING AUTONOMIC COMPUTING CONTROL LOOPS

The controllability and observability results obtained above dictate the architecture to be used in the case of composed web services when these services are offered on the cloud (SaaS). This architecture should be structured such that the measured values are always available for the estimator in order to perform a proper control.

Extended Kalman filters are used in this paper to predict the state estimated value such that assuming a stochastic dispersion of the estimated values the error is minimal. In this section we consider the discrete case of the system defined by (7), (8) and (9).

Considering the discrete Kalman filter and its notations presented in [13]:

\[
x(k) = A \cdot x(k-1) + B \cdot u(k-1) + w(k-1)
\]
\[
z(k) = H \cdot x(k) + v(k)
\]

(20)

The measured data is represented in this case by the CPU utilization \( \text{cpuLoad} \) and the response time \( \text{rt} \), therefore:

\[H = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}\]

The Kalman gain \( K_k \) at the step \( k \) is computed as follows:

\[
K_k = P_k^- \cdot H^T \cdot (H \cdot P_k^- \cdot H^T + R)^{-1}
\]

(21)

where \( P_k^- \) is the \emph{a priori} estimate error covariance and \( R \) is the measurement noise covariance.

A. Kalman Filter for Composed Services

This section presents the Kalman filter for both serial and parallel composition of web services in centralized control architecture. The composition rules are now applied in the design of the controller for each case of serial and parallel composition.

1) Kalman Filter for the Serial Composition of Web Services

Figure 6 describes the centralized control of the serial composition of “Hotel Reservation” and “Travel plan” web services:

![Figure 6. Serial Web Services Centralized Control](image_url)

Equation (21) gives the model of this serial composition. Based on this, Kalman gain \( K_k \) can be computed according to equation (28) and considering \( H=[0 \ C_2] \) where \( C_2 \) is the output transformation matrix of the “Travel Plan” web service.

2) Kalman Filter for the Parallel Composition of Web Services

Figure 7 describes the centralized control of parallel composition of web services.

![Figure 7. Parallel Web Services Centralized Control](image_url)

V. SIMULATIONS RESULTS

All the simulations have been performed on a computer based on the following configuration: Intel Core Duo 2.8 GHz, 4GB, Windows 7 32bit operating system. The software tool used was Matlab® version 7.7.0.471.

A. Single Web Service Control Simulation Results

The arrival rate \( u(k) \) has been considered as a uniform distributed random variable. The following graphic represents the evolution of the CPU utilization (cpuLoad) over 50 steps of iteration:

![Figure 8. CPU Utilization – Single Web Service Control](image_url)

In this case, the dots represent the Kalman filter prediction and the continuous line represents the actual value of the CPU utilization. The CPU utilization increases continuously because the web service receives a request for every step of simulation.

Similarly in Figure 9, the dots represent the Kalman filter prediction and the continuous line represents the actual value of the response time.

![Figure 9. Response time in a single Web Service control configuration](image_url)
B. Control of Two Web Services in a Series Configuration

For this case, the arrival rate \( u(k) \) at the service 1 is still considered as a uniform distributed random variable.

![Graph of CPU utilization 2 in a centralized control of Series Configuration](image)

Figure 10. CPU utilization 2 in a centralized control of Series Configuration

The shape of the CPU utilization for the second web service graph in Figure 10 is different than the one for a single Figure 8 having a slower increase at the beginning and then the increase becomes steeper. The dots represent the Kalman filter prediction and the continuous line represents the actual value of CPU utilization 2.

![Graph of response time for the second web service in a centralized control of Series Configuration](image)

Figure 11. Response time for the second web service in a centralized control of Series Configuration

VI. CONCLUSIONS

The focus of the investigation was on the analysis of the autonomic computing models for web services and on modeling the composition of web services in two possible cases: the serial and the parallel models. These models were studied from a control engineering perspective, i.e. their observability and state controllability. The resulting system from either a serial or a parallel composition is not completely observable and state controllable even though the consisting sub-systems are completely observable and state controllable. Future work will focus on the control and the control properties for the deployment of web services on cloud based distributions.
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